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RL for Games

Big Success in Games

DoTA 2 StarCraft II

Go Chess Shogi Poker

(courtesy of Dr. Yuandong Tian)

https://commons.wikimedia.org/wiki/File:Chess_king.jpg
















RL Methods Summary
RL Method pros cons Microachitectural security

Use cases

Single-agent RL Simple
Quick converge

Instance specific, not 
generalizable
Cannot foresee unseen 
scenarios

Attack based on single set 
vulnerabilities

Multi-agent RL Good for adversarial scenarios
Robust against unseen scenarios
Generalization for dynamic 
scenarios

long training time detection training

Meta RL Generalization for multiple 
environment

Long training time Eviction set finding

25























Case 5: Evaluated Cases

Cache 
Configuration

Epochs 
Trained

Episode 
Length

Victim
Evicted

Eviction
Set size

Cache
ways

Steps
taken

2 set 2 way 52 41 yes 2 2 29

4 set 2 way 10 60.35 yes 2 2 48

2 set 4 way 114 38.82 yes 4 4 19
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Meta RL can find eviction sets for any randomized mapping function in 
these scenarios!
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